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Method
Problem 

Class
 Any Function 

Form
Any Data 

Distribution
Simple Sub-
Problems.

Optimizes 
Function 

Value

Performance 
From 1 Node 

to AWS

DINO Non-Convex ✔ ✔ ✔ ✔ +300%

DINGO Invex ✔ ✔ ✔ ✘ +300%

GIANT
Strongly 
Convex ✘ ✘ ✔ ✔ +350%

DiSCO
Strongly 
Convex ✔ ✔ ✔ ✔ +171%

InexactDANE Non-Convex ✔ ✔ ✘ ✔ +128%

AIDE Non-Convex ✔ ✔ ✘ ✔ +127%
SGD:
-32%
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GPT-2

~4M 
Searches
Per Minute

~1.5B 
Parameters

Simple Assumptions

● Lipschitz continuous gradients, gives global sub-linear convergence;
● Plus Polyak-Lojasiewicz (PL) inequality, gives linear convergence.

Workers

Driver

Driver Workers

Driver

Driver

Driver


	Slide 1

